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On the quantum theory of measurements continuous in time:
information gaina

Camerino, October 2008 — Joint work with G. Lupieri

• Quantum continuous measurements = Quantum trajectories: a quantum
system is taken under observation with continuity in time (the output is
not a single random variable, but a stochastic process)

• Aim: to characterize the behaviour of the measurement, to quantify its
effectiveness in extracting information from the quantum system by means
of mutual entropies
Mutual entropy: relative entropy of a (classical, quantum, or mixed) state
on a product algebra (bipartite system) with respect to the product of its
marginals

• Key concept: any quantum measurement is a “quantum channel”, a CP map
from the quantum states (density operators) to classical/quantum states
(probabilities for the output & post-measurement density operator)

aA. Barchielli: Politecnico di Milano & INFN, Sezione di Milano



2

The linear SDE of continual measurement theory.

For simplicity: bounded operators, finite sums. . .

H: Hilbert space of the system T (H): trace class
S(H) = {statistical operators} ⊂ T (H) Initial condition: σ0 = % ∈ S(H)

dσt = L(t)[σt]dt +
∑

j

(Rj(t)σt + σtRj(t)∗) dWj(t)

+
∑

k

(Jk(t)[σt]
λk

− σt

)
(dNk(t)− λkdt)

Wj , j = 1, . . ., Nk, k = 1, . . .: independent Wiener and Poisson processes in a
probability space (Ω,F0

∞,Q). EQ[Nk(t)] = λkt: intensity λk > 0

The space of events from s to t: the σ-algebra generated by the increments
Fs

t = σ{Wj(u)−Wj(s), Nk(v)−Nk(s), u, v ∈ [s, t], j, k = 1, . . .}
L(t): Liouville operator Jk(t): jump operator
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Jk(t)[ρ] =
∑

r

V r
k (t)ρV r

k (t)∗ Jk(t) = Jk(t)∗[1l] =
∑

r

V r
k (t)∗V r

k (t)

L(t)[ρ] = −i[H(t), ρ] +
∑

l

(
Ll(t)ρLl(t)∗ − 1

2
{Ll(t)∗Ll(t), ρ}

)

+
∑

j

(
Rj(t)ρRj(t)∗ − 1

2
{Rj(t)∗Rj(t), ρ}

)
+

∑

k

(
Jk(t)[ρ]− 1

2
{Jk(t), ρ}

)

H(t), Ll(t), Rj(t), V r
k (t) are bounded operators with H(t) = H(t)∗ and with a

regular dependence on time (norm-continuity from the left with limits from the
right)

Physical probabilities and a posteriori states
σ0 = % ∈ S(H) ⇒ σt(ω) ≥ 0 ,

∫
Ω

Tr{σt(ω)}Q(dω) = 1
pt := Tr{σt} is a martingale; Pt(dω) = pt(ω)Q(dω)

∣∣
F0

t
is a family of consistent

probabilities (the physical probabilities), i.e. F ∈ F0
t , t ≤ T ⇒ PT [F ] = Pt[F ].

a posteriori states: ρt := 1
pt

σt a priori states: ηt := EQ[σt] = EPt [ρt]
ρt satisfies a non-linear SDE (the stochastic master equation) ρ0 = η0 = σ0 = %
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In quantum information σt ≡ {Pt, ρt} is called an ensemble (of quantum states)
with average state ηt

Sq(ρt‖ηt) := Tr{ρt(ln ρt − ln ηt)}: a quantum relative entropy

σt is a normal state on the von Neumann algebra L∞
(
Ω,F0

t ,Q;B(H)
) '

L∞
(
Ω,F0

t ,Q
)⊗ B(H) (a bipartite classical/quantum system)

The relative entropy of the ensemble σt with respect to the product of its mar-
ginals pt and ηt:

S(σt‖ptηt) :=
∫

Ω

Q(dω) Tr{σt(ω)(ln σt(ω)− ln pt(ω)ηt)} ≡ EPt [Sq(ρt‖ηt)]

it is a mutual entropy of mixed classical/quantum type — Holevo’s χ-quantity
of the ensemble σt — It is a measure of the effectiveness of the continual meas-
urement in encoding information in the a posteriori states
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Instruments and channels. General result: any instrument is equivalent to a
channel from quantum states to classical/quantum states.

The propagator Λs
t of the linear SDE: % 7→ σt = Λ0

t [%]

{uj} c.o.n.s. in H, Λs
t [|ui〉〈uj |] = |ui〉〈uj |+

∫ t

s

L(r) ◦ Λs
r[|ui〉〈uj |]dr +

+
∑

j

∫ t

s

(
Rj(r)Λs

r[|ui〉〈uj |] + Λs
r[|ui〉〈uj |]Rj(r)∗

)
dWj(r)

+
∑

k

∫ t

s

(Jk(r)
λk

− 1l
)
◦ Λs

r[|ui〉〈uj |] (dNk(r)− λkdr)

Λs
t : T (H) → L1

(
Ω,Fs

t ,Q; T (H)
)

is CP and normalized: it is a channel

For 0 ≤ r ≤ s ≤ t, Λs
t ◦ Λr

s = Λr
t , Λs

t [σs] = σt

For F ∈ Fs
t define Is

t (F ): ∀ρ ∈ S(H), Is
t (F )[ρ] = EQ

[
1F Λs

t [ρ]
]

Is
t (•) is an instrument, a normalized CP-map valued measure
Is

t (•)∗[1l] is a POV measure (a general observable in quantum mechanics)
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Physical probabilities, output of the measurement; Girsanov theorem

Structure of the probability density pt = Tr{σt}:

pt = exp
{∑

j

[∫ t

0

mj(s) dWj(s)− 1
2

∫ t

0

mj(s)2 ds

]

+
∑

k

[∫ t

0

ln
µk(s)
λk

dNk(s) +
∫ t

0

(λk − µk(s)) ds

]}

A posteriori means : mj(t) = Tr {(Rj(t) + Rj(t)∗) ρt} µk(t) = Tr {Jk(t)ρt}

Output of the measurement: the processes Wj(t), Nk(t) under the physical
probability

Under the physical probability PT (dω) = pT (ω)Q(dω)
∣∣
F0

T

the processes

Ŵj(t) = Wj(t) −
∫ t

0
mj(s) ds (0 ≤ t ≤ T ) are independent, standard Wiener

processes and Nk(t) is a counting process of stochastic intensity µk(t)dt.

A priori means:





nj(t) := EPt
[mj(t)] = Tr {(Rj(t) + Rj(t)∗) ηt}

νk(t) := EPt
[µk(t)] = Tr {Jk(t)ηt}
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Aim: to introduce a reference measure with density qt such that Sc(pt‖qt) =
EPt

[ln(pt/qt)] be a measure of the effectiveness of the continual measurement in
extracting information on the underlying quantum system. Candidate:

qt = exp
{∑

j

[∫ t

0

nj(s) dWj(s)− 1
2

∫ t

0

nj(s)2 ds

]

+
∑

k

[∫ t

0

ln
νk(s)
λk

dNk(s) +
∫ t

0

(λk − νk(s)) ds

]}

Under qT (ω)Q(dω), the processes Wj , Nk have independent increments as under
Q (so, they can be interpreted as noises), but the means have been changed
and made equal to the means they have under PT . Precisely, the processes
Wj(t)−

∫ t

0
nj(s) ds are independent, standard Wiener processes and Nk(t) is a

Poisson process of time dependent intensity νk(t).

In some sense qt(ω)Q(dω) is a continuous product of marginals of Pt(dω) =
pt(ω)Q(dω) and the classical relative entropy Sc(pt‖qt) can be considered as a
mutual entropy.
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Explicit computations of Sc(pt‖qt) = EPt
[ln(pt/qt)]:

Sc(pt‖qt) =
1
2

∑

j

∫ t

0

VarPt
[mj(s)]ds +

∑

k

∫ t

0

EPt

[
µk(s) ln

µk(s)
νk(s)

]
ds

A bound on the rate of information which can be extracted

d
dt

(
Sc(pt‖qt) + EPt [Sq(ρt‖ηt)]

)
≤ d

dr
EPr [Sq(ρt

r‖ηr)]
∣∣∣
r=t+

Sc(pt‖qt): classical information on the measured quantum system
EPt

[
Sq

(
ρt

∥∥ηt

)]
= S(σt‖ptηt): information contained in the a posteriori states

ρt
r := (Tr {σt

r})−1
σt

r is the a posteriori state of a continual measurement starting
at time t from the state ηt. σt

r := Λt
r[ηt]. The r.h.s. of the bound is a

measure of the ability of the continual measurement of starting a demixture of
the a priori states ηt.

The classical quantity d
dt Sc(pt‖qt) is bounded by the quantum quantity

d
dr EPr

[Sq(ρt
r‖ηr)]

∣∣∣
r=t+

− d
dt EPt

[Sq(ρt‖ηt)]
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Gain of information on the initial state: the input/output classical information

Possible initial states: ρi(α) ∈ S(H), α ∈ A, with probability distribution
Pi(dα); equivalently,

(
ρi(α), Pi(dα)

)
is the initial ensemble

average initial state: ηi =
∫

A
Pi(dα)ρi(α)

Pt(dω|α) = pt(ω|α)Q(dω) pt(ω|α) = Tr
{
Λ0

t (ω)[ρi(α)]
}

Pt(dω) = pt(ω)Q(dω) pt(ω) =
∫

A

pt(ω|α)Pi(dα) = Tr
{
Λ0

t (ω)[ηi]
}

Pt(dα× dω) = Pt(dω|α)Pi(dα) = pt(ω|α)Pi(dα)Q(dω)

Pt(dα|ω) =
Pt(dω|α)Pi(dα)

Pt(dω)
=

pt(ω|α)
pt(ω)

Pi(dα)

I(t) =
∫

A×Ω

Pt(dα× dω) ln
Pt(dα× dω)
Pi(dα)Pt(dω)

=
∫

A

Pi(dα)
∫

Ω

Pt(dω|α) ln
pt(ω|α)
pt(ω)
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ρα
t (ω) =

Λ0
t (ω)[ρi(α)]

Tr {Λ0
t (ω)[ρi(α)]} a posteriori state starting from ρi(α)

ρt(ω) =
Λ0

t (ω)[ηi]
Tr {Λ0

t (ω)[ηi]} a posteriori state starting from ηi

mα
j (t, ω) = Tr {(Rj(t) + Rj(t)∗) ρα

t (ω)} mj(t, ω) = Tr {(Rj(t) + Rj(t)∗) ρt(ω)}
µα

k (t, ω) = Tr {Jk(t)ρα
t (ω)} µk(t, ω) = Tr {Jk(t)ρt(ω)}

I(t) =
∫

A×Ω

Pt(dα× dω)
∫ t

0

ds

{
1
2

∑

j

(
mα

j (s, ω)−mj(s, ω)
)2

+
∑

k

µα
k (s, ω) ln

µα
k (s, ω)

µk(s, ω)

}
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The bound (Holevo, Yuen-Ozawa, Schumacher-Westmoreland-Wootters, Jac-
obs, Barchielli-Lupieri):

0 ≤ I(t) ≤ χ(0)− χ(t)

χ(t) =
∫

Ω

Pt(dω)
∫

A

Pt(dα|ω) Sq

(
ρα

t (ω)‖ρt(ω)
)

∫
A
Pt(dα|ω)Sq

(
ρα

t (ω)‖ρt(ω)
)

is a random chi-quantity; then, χ(t) is a mean chi-
quantity

⇒ χ(0) =
∫

A

Pi(dα) Sq

(
ρi(α)‖ηi

)
(Holevo’s chi-quantity of the initial ensemble)

Proof of all the bounds: Instruments = channels & Uhlmann monotonicity
theorem (channels decrease the relative entropies)
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